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PREFACE

This handbook, Reliability Measurement, is the third in a series of five on
reliability. The series is directed largely toward the working engineers who
have the responsibility for creating and producing cquipment and systems
which can be relied upon by the users in the field.

The five handbooks are:

Design for Reliability, AMCP 706-196

Reliability Prediction, AMCP 706-197

Reliability Measurement, AMCP 706-198
Contracting for Reliability, AMCP 706-199
Mathematical Appendix and Glossary, AMCP 706-200.

R~

This handbook is directed toward reliability engineers who need to be
familiar with statistical analysis of experimental results, with reliability-test
management and planning, and with integrated reliability-data systems.

Many examples are used, especially to illustrate the statistical analysis. Refer-
ences are given to the literature for further information.

The majority of the handbook content was obtained from many individu-
als, reports, journals, books, and other literature. It is impractical here to
acknowledge the assistance of everyone who made a contribution.

The original volume was prepared by Tracor Jitco, Inc. The revision was
prepared by Dr. Ralph A. Evans of Evans Associates, Durham, NC, for the
Engineering Handbook Office of the Research Triangle Institute, prime con-
tractor to the US Army Materiecl Command. Technical guidance and coordi-
nation on the original draft were provided by a committee under the direc-
tion of Mr. O. P. Bruno, Army Materiel System Analysis Agency, US Army
Materiel Command.

The Engineering Design Handbooks fall into two basic categories, those
approved for release and sale, and those classified for security reasons. The
US Army Matericl Command policy is to release these Engineering Design
Handbooks in accordance with current DOD Directive 7230.7, dated 18 Sep-
tember 1973. All unclassified Handbooks can be obtained from the National
Technical Information Service (NTIS). Procedures for acquiring these Hand-
books follow :

a. All Department of Army activities having need for the Handbooks must
submit their request on an official requisition form (DA Form 17, dated
Jan 70) directly to:

Commander

Letterkenny Army Depot
ATTN: AMXLE-ATD
Chambersburg, PA 17201

xiii
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(Requests for classified documents must be submitted, with appropriate
“Need to Know” justification, to Letterkenny Army Depot.) DA activities
will not requisition Handbooks for further free distribution.

b. All other requestors, DOD, Navy, Air Force, Marine Corps, nonmilitary
Government agencies, contractors, private industry, individuals, universities,
and others must purchase these Handbooks from:

National Technical Information Service
Department of Commerce
Springfield, VA 22151

Classified documents may be released on a “Need to Know™ basis verified by
an official Department of Army representative and processed from Defense
Documentation Center (DDC), ATTN: DDC-TSR, Cameron Station, Alexan-
dria, VA 22314.

Comments and suggestions on this Handbook are welcome and should be
addressed to:

Commander

US Army Materiel Development and Readiness Command
Alexandria, VA 22333

(DA Forms 2028, Recommended Changes to Publications, which are available
through normal publications supply channels, may be used for comments/
suggestions.)
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CHAPTER 1

INTRODUCTION

11 GENERAL

Reliability measurement techniques provide
a common discipline that can be used to
make system reliability projections through-
out the life cycle of a system. The data on
component and equipment failures obtained
during the reliability measurement program
can be used to compute component failure
distributions and equipment reliability char-
acteristics. Reliability measurement tech-
niques are used during the research and
development phase to measure the reliability
of components and equipments and to eval-
uate the relationships between applied stresses
and environments and reliability. Later in a
system life cycle, reliability measurement and
testing procedures can be used to demonstrate
that contractually required reliability levels
have been met.

Uniform criteria for establishing a reliabil-
ity measurement program are defined in
MIL-STD-785 (Ref. 1). These standards must
be incorporated into Department of Defense
procurements of all systems that undergo
contract definition. If a system does not re-
quire a contract definition effort, they can be
incorporated in the request for proposal
(RFP).

The Army has developed a number of reg-
ulations, complementing MIL-STD-785, which
establish reliability as a major parameter
which must be measured during the develop-
ment of a new weapon system (Refs. 2, 3,
and 4). All Army matericl ought to be phys-
ically tested to determine whether the design
requirements, including reliability, have been
met. Testing is performed under the direction

of the appropriate AMC commodity com-
mands, project managers, and installations or
activities which report directly to Head-
quarters AMC,

The US Army Test and Evaluation Com-
mand (USATECOM) is responsible for review-
ing test documentation produced by other
Army organizations. USATECOM can, at its
own discretion, conduct independent tests
and evaluations on any Army developed sys-
tem (Ref. 5). The reliability measurement
techniques described in this volume are con-
sistent with Army Regulations and can be
applied directly to systems developed under
Army auspices.

A reliability measurement system consists
of two major functional divisions: (1) the
test program, and (2) the data system.

The test program provides a comprehensive
test effort that ensures that reliability goals
are met. A test schedule that designates when
test procedures, test samples, and necessary
equipment and facilities will be required must
be developed. Procedures for gathering the
data, which will be generated throughout all
phases of the test program, must be docu-
mented in sufficient detail for complete iden-
tification and integration into the data process-
ing system.

The integrated data system establishes pro-
cedures for accumulating, coding, and handling
data. Standard data accumulation require-
ments (and compatible data sheets) provide
for collecting and recording data such as
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identifying-information, environmental con-
ditions, operating hours or cycles, and failures.

1-2 RELIABILITY TEST PROGRAM

Testing is an important and expensive part
of the development program for an equip
ment or system. Because reliability testing is
expensive, the test program must be designed
carcfully to fit into the overall development
program.

The information provided by a reliability
test program can be used at any point in the
system life cycle. A well planned program of
functional environmental testing must be con-
ducted during system design and development
in order to achieve the required reliability
and to provide data for improving reliability.
These tests arc used to measure the reliability
of components, equipments, and subsystems
used in a system. ,Testsalso are used to de-
sign tools to evaluate the relationship between
various environments and stresses, and reliabil-
ity. The reliability tests performed during
development answer the basic question of
whether or not the design really works.

A reliability measurement program must
be planned carefully. The contractor develop-
ing a system must prepare an integrated test
plan that includes all reliability tests to be
performed during the program. The tests
must be designed to make maximum use of
all data produced on the program. The reli-
ability test program must be integrated with
other system/equipment test programs in
order to minimize wasted effort. A number
of standard test plans have been developed
to guide contractors and Army project man-
agers (Refs. 6, 7, and 8). The test plans in
MIL-STD-781 can be used for testing equip-
ments and systems whose failure characteristics
are governed by the exponential distribution.
The sampling plans described in MIL-STD-105
can be used for 1-shot devices. Modifications
of the procedures in MIL-STD-105 for com-
ponents governed by a Weibull distribution are
described in TR-7 (Ref. 4).

1-2

After the design is established, reliability
tests can be used to make decisions about
system reliability and to determine if reli-
ability goals have been met. The procedures
described in this volume can be applied to a
variety of situations. The tests range from
quality-assurance tests, which are performed
at the part level on lots of components, to
reliability demonstration tests used to prove
that a system indeed meets its reliability
requirements.

Demonstration tests on systems can be per-
formed in three distinct phases:

1. Specific subsystems and equipments
must be tested to determine if they meet the
reliability requirements allocated to them,,
The equipments must be evaluated in a con-
trolled environment in which performance is
monitored by means of an instrumented test
set-up. Equipments that do not meet reli-
ability requirements must be redesigned.

2. After individual equipments have been
tested, they must be mated and the entire
system must be subjected to realistic opera-
tional procedures and environments. Reli-
ability data are gathered by means of a care-
fully organized data reporting system.

3. Operational testing must be performed
by Army personnel who exercise the system
in the operational environment. Reliability
data are gathered along with many other data
items. These tests permit the reliability per-
formance of Army systems to be determined
in realistic operating environments, and they
may uncover weaknesses masked in the pre-
vious tests.

Achieved reliability must be demonstrated
formally at specified times during the pro-
gram. Demonstration testing must be per-
formed at the system level, and at the sub-
system and equipment levels. Demonstration
test plans must include a definition of failure
criteria, applied environments and stresses,
test procedures, and the applicable statistical
test plans.



The techniques of mathematical statistics
are used extensively in reliability testing.
These techniques provide the tools that relate
sample size, test duration, s-confidence levels,
stress levels, and other factors. They are
discussed in Chapters 2 and 3, and in Part
Six, Mathematical Appendix and Glossary.

Chapter 4 will describe techniques and pro-
cedures which can be applied to reliability
test planning and management to ensure a
more efficient test program.

1-3 INTEGRATED DATA SYSTEM

An integrated data system can be used to
provide project managers and engineers with
the data that they need in order to monitor
the reliability achieved by the system and its
component parts. If provided in a timely
manner, this information can be used for
cffective planning, review, and control of
actions related to system reliability. The
data system ought to encompass the follow-
ing characteristics:

1. Be a closed-loop system for collecting,
analyzing, and recording all failures that
occur during system development.

2. Provide data that can be used to esti-
mate reliability and to indicate needed cor-
rective action. All hardware failures should
be recorded with information about the
failed component, time of failure, cause of
failure, and other pertinent information.

3. Develop computer programs that per-

AMCP 706-198

mit the printing of reliability status output
reports.

4. Develop and standardize procedures for
data accumulation and reduction. These
standard procedures must provide for the
collection of data, the recording of identify-
ing information, environmental conditions,
operating hours or cycles, and hardware
failures on cach test performed.

5. Be structured to make use of data
recorded on failures that occur at times other
than the reliability tests.

6. Handle, process, and integrate all data
obtained from testing, inspection, and failure
trouble reporting. These data can be used
for reliability analysis and reporting, assess-
ment of equipment readiness, and a variety
of other purposes.

7. Maintain and update a computer data
bank of accumulated reliability data. These
data can be processed to produce reliability
status reports that present a summary of
failure rates and reliability parameters for
components, equipments, and subsystems.
These reports can be structured to list the
troublesome items that are causing the most
serious reliability difficulties. They can be
distributed to cognizant Army and contractor
engineers and managers.

A detailed description of an integrated
data system is presented in Chapter 5.
Chapters 6, 7, and 8 describe environmental
testing, accelerated testing, and nondestructive
testing, respectively.
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CHAPTER 2
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STATISTICAL EVALUATION OF RELIABILITY TESTS, DESIGN
AND DEVELOPMENT

LIST OF SYMBOLS

B

cdf
Conf{° }

Cov{'}

esqf (X2 ;)

csqfe (x* 5 v)

£{-}

gauf (z)
gaufc (2)

H

1]

function of 8 in lognormal
distribution, sec par. 2-3.6

acceptance number (for
sampling); number of cycles

s-confidence limit

Cumulative distribution func-
tion, Cdf {x} = Pr {X < x|

s-confidence that the state-
ment in the { } is true

Covariance

Cdf of chi-square distribu-
tion with v degrees of
freedom

complement of csqf (x? ; v),
esqf (X*;v) =
1 — esqf (25 v)

sexpected value, mean
a Cdf;the F-statistic

Cdf of Gaussian (s-normal)
distribution

complement of gauf (z),
gaufc (z)= 1 —gauf (z)

cumulative hazard,

Sf = exp (—H)

m, b

Ry, 1

oC

Pi

Pr.n

pdf

poif (i;1)

an integer in Example No.
10 (cell boundary number)

number of events

number of trials with
result i

critical value in a K-S test
(see Table 2-13)

subscripts meaning Lower
and Upper

slope and intercept for »,
sce par. 2-8

sce Eqs. 2-43 and 2-44
sample size

subscript, implies a fixed
value—not a random
variable

Operating Characteristic

probability of result i (con-
stant from trial to trial)

k-th from N order-statistic

probability density function

= Cdf of the Poisson distribu-

tion (mean is i)
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poim (i;u)

pmf

PP

Sf

SS

T

varl

weif (u; B)

=

2-2

It

pmf of the Poisson distribu-
tion (mean is u)

probability mass function
plotting position

number of failures

an Sf

implies the word “statisti-
cal(ly)”, or implies that the
technical statistical defini-
tion is intended rather than
the ordinary dictionary
definition

SS/v, variance estimate

i/N, basic plotting position,
sce par. 2-5

Survivor function,
Sfix}=Pr{X > x}

sum of squares

time; time-to-failure;
Student ¢ variable

total test time

Variance, square of standard
deviation

Cdfof the standard Weibull
distribution (shape parameter

is B)

random variable

mean of a sample of x’s
sec Eqgs. 2-43 and 2-44

a linear function of x, see
par. 2-8

scale parameter; producer
risk

shape parameter; consumer
risk

gamma function

a difference associated with
a sample, see par. 2-9

standard s-normal variate

coefficient of variation,
n=0/u

exponential scale parameter;
mean time to failure

Poisson rate parameter;
failure rate

mean ; also location-para-
meter of s-normal distribu-
tion

degrees of freedom
linear correlation coefficient

standard deviation; also
scale-parameter of s-normal
distribution

fraction of mission time,
see Eq. 2-68

arandom variable which
has the chi-square distribu-
tion

same as X2, but implies the
associated degrees of freedom

same as X2, but also implies
the probability (Cdf) as-
sociated with that value of
X, viz., ¢sqf (X3 ,;v) = p.



implies the value before a
shift of the origin, see
par. 2-8

implies an estimated value
of the parameter

2-1 INTRODUCTION

The main advantage of statistics is that it
can provide a good measure of the uncer-
tainty involved in a numerical analysis. The
secondary advantage is that it does provide
methods for estimating effects that might
otherwise be lost in the random variations
in the data. Wherever possible in the ex-
amples in this chapter, the uncertainty in the
numerical results will be emphasized.

Rarely is an engineer interested only in
the results of analyzing his model. The
engineer must solve a real-world, not a math-
ematical, problem. The answer to the math-
cmatical problem must be tempered by all
the other important considerations that never
found their way into the model; this is why
the estimation of uncertainty is so important.
The engineer needs to know how much he
can afford to be swayed by those other con-
siderations.

A well designed and properly executed
reliability test program provides useful data
for system designers and managers. The
statistical tests described in this chapter can
be used to help ensure that the system de-
sign meets reliability requirements. A de-
scription of the basic concepts of statistical
testing during system design and develop-
ment is presented in this chapter.

Reliability test and measurement are among
the most important parts of a design and
development program (Ref. 1). During de-
sign and development, tests are performed
to:

1. Measure the reliability of equipments
and subsystems (measurement tests)
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2. Evaluate the relationships between
applied environments and stresses and reli-
ability (evaluation tests)

3. Verify that an item meets a prescribed
minimum reliability (tests of verification)

4. Select the more reliable unit or
approach from several alternatives (tests of
comparison).

Reliability-measurement tests must be con-
ducted under controlled conditions that
approximate those to which the equipment
will be subjected in the field (Ref. 2). Op
crating times and number of failures are
accumulated and used to estimate the under-
lying failure distribution, the reliability, and
level of s-confidence of the results.

Evaluation tests provide estimates of the
relationships between failures, and applied
environments and stresses. Numerical rela-
tionships between failure rate (and reli-
ability) and specific stresses can be derived.
In addition, the relative effects of cach en-
vironment in a multienvironment situation
can be estimated using techniques such as
Analysis of Variance and Multiple Regression.

Tests of verification are used to verify that
a desired result has been obtained (Ref. 2).
A hypothesis such as “the reliability is equal
to or greater than 0.95 for 500 hr of opera-
tion” or “the failure rate is equal to or less
than 0.02 per 1000hr” is tested. The test
hypothesis is then verified at some level of
s-significance by the test results. A wide
variety of tests can be designed—depending
on the number of units tested, the time
allowed for testing, and the level of risks
taken in accepting the results.

Frequently, alternate design approaches
are available to the system designer. Tests
of comparison permit the designer to com-
pare their reliability. The basic hypothesis of
this kind of test is that “no difference exists
between the reliabilities”. This hypothesis is
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tested against the hypothesis that “the reli-
abilities are not equal”. These tests provide
useful guidance to equipment designers who
can then make decisions based on test results
and rigorous statistical analyses.

The tests must be well planned and test
data properly evaluated in order to avoid
costly errors and delays. This is especially
true for system reliability testing in which
components frequently are destroyed and in
which expensive equipment must be built to
simulate the operational environment. Test
planning is very important in complex pro-
grams that operate under time and budget
limitations. Critical trade-offs must be made
among test time, number of units tested, and
achieved s-confidence level.

Reliability measurement tests are used to
make estimates of the reliability of a popula-
tion of items. Both parametric and nonpara-
metric estimates can be used. Parametric
estimates are based on a known or assumed
distribution of the characteristic of interest.
The constants in the equation that describe
the probability distribution are called para-
meters. Nonparametric estimates are made
without assuming any particular form for
the probability distribution.

The three types of parametric estimates
most frequently used are (Ref. 3):

1. Point estimate—a single-valued estimate
of a reliability parameter

2. Interval estimate—an estimate of an
interval that is believed to contain the true
value of the parameter

3. Distribution estimate—an estimate of
the parameters of a reliability distribution.

A s-confidence interval estimate is one for
which there is a known probability that the
true value of the unknown parameter or
characteristic lies within a computed interval.

2-4

s-Confidence interval estimates are more use-
ful than point estimates because they give a
much better idea of the uncertainty involved
in the estimation process.

Distribution estimates are used when it is
desired to estimate the probability distribu-
tion governing a particular reliability measure.
This is usually a 2-step process: (1) the form
of the distribution must be hypothesized or
determined from the failure data, and (2) the
parameters that describe the distribution
must be estimated.

Nonparametric methods can be used to
estimate reliability measures without making
any assumptions concerning the time-to-
failure distribution. Generally, nonparametric
estimates are not as efficient as parametric
estimates. Nonparametric reliability estimates
apply only to the specific test interval and
cannot be extrapolated. Both point estimates
and interval estimates can be made using non-
parametric techniques.

Before one decides to choose a type of
distribution and estimate its parameters from
the data, one should have a very good idea
of why it is being done. For example, one
may wish to use it to interpolate among the
data, one may wish to extrapolate, or one
may wish to estimate certain characteristics
of the data such as a mean, median, or tenth
percentile. If one is going to use the distribu-
tion to interpolate among the data, goodness-
of-fit tests are quite appropriate to help de-
termine a good type of distribution to use.

If one is going to extrapolate, then goodness-
of-fit tests (which operate only in the region
of the data) are not appropriate because they
do not tell how well the distribution will fit
in the region where there are no data; in
fact, goodness-of-fit tests for this purpose can
be extremely misleading.

If the purpose of knowing the distribution
is to estimate some characteristics of the
population, one should give serious considera-



tion to calculating the corresponding sample
property and using that directly to estimate
the population property. It is essentially a
distribution-free method and is not subject
to errors caused by the distribution not
fitting the population out in the tail region
where there are no data. Goodness-of-fit
tests for this purpose are appropriate if the
only property of the distribution that is
being used is one inside the data. It is quite
inappropriate if properties of the distribution
outside the data are used, for example, in
calculating a mean.

2-2 GRAPHICAL ESTIMATION OF
PARAMETERS OF A DISTRIBUTION

The underlying distribution governing the
reliability characteristics should be chosen
carefully, because the validity of the reli-
ability predictions and tests depends on this
selection. Although the exponential distribu-
tion is most common for ¢lectronic equip-
ments, other distributions are used. The
failure characteristics of electromechanical
and mechanical systems often can be de-
scribed by distributions such as the s-normal,
lognormal, or Weibull. Computer programs
are available for estimating the parameters
for an assumed distribution from a set of
data. In many practical cases, graphical
techniques are simple to apply and produce
adequate results for estimating the underlying
distribution. They are virtually always a
useful preliminary to analytic estimation.

The basic idea in developing special graph
paper for use in graphical analysis is to have
the population Cdf or its cumulative hazard
plot as a straight line, A straight line has 2
parameters (slope and intercept); so 2 para-
meters for the distribution can be determined,
if the distribution can be appropriately trans-
formed.

Graphical curve fitting techniques have
been developed for all of the distributions
commonly associated with reliability testing
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(Refs. 3,4, 5,22, and 23). Procedures for
the s-normal, lognormal, and Weibull distribu-
tions are quite simple to apply, and are illus-
trated in the remainder of this paragraph.

In graphical methods, the data from the
sample are rearranged so that they are in
order from smallest to largest; they are then
referred to as order-statistics. Occasionally
the order is from largest to smallest, but
since it is so rarely done in reliability work,
all illustrations will be in the usual way. In
order to plot the data points, a method is
needed for choosing the Cdf (or the equiv-
alent cumulative hazard) at which each point
is to be plotted. There are several methods
for doing this; they are explained in par. 2-2.1
and 2-2.2. There is no clear-cut way that is
acceptable to everyone. But some of the
disagreements are needless, for the simple
reason that when the sample size is small, the
inherent uncertainty in plotting position is
very large (regardless of the method used);
and when the sample size is large, all the
methods tend to give the same position.
Besides, if the finer phases of parameter
estimation by graphical methods are impor-
tant to you, you ought to be using an ana-
lytic method for those finer phases—graphical
methods just don’t have the ability to make
precise point estimates or to estimate the
uncertainty in those point estimates.

2-21 PLOTTING POSITIONS (CUMULA-
TIVE DISTRIBUTION FUNCTION)

Two methods of determining plotting posi-
tion are described. Both require that once
testing is stopped for any nonfailed item, it
be stopped for all remaining items. Likewise,
neither can use the extra information if test-
ing continues beyond the failure time of the
last recorded item (this tends to be true for
any graphical method and many analytic
methods).

1. The sample Cdf is plotted, and the
uncertainty is looked-up in a simple table.

25
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If all items are failed, the probability state-
ments about the true Cdf (relative to the

sample points) are simple and straightforward.

This method is recommended whenever it
can be used.

2. The distribution of the order statistics
is used to provide 3 plotting positions for
cach point. This spread provides a feel for
the uncertainties involved. Simple, straight-
forward probability statements can be made
only for an individual point, not for the Cdf
as a whole. Extensive tables are necessary.

As mentioned in the first paragraph, these
methods can be used provided no failure
time is longer than a censoring time. A cen-
soring (censored item) occurs when an item
is removed from test before it fails. The
cause for removal cannot be related to the
apparent condition of the item if an analysis
in Chapter 2 is to be valid. For example,
suppose as failure becomes quite likely, an
item begins to vibrate slightly. Then if items
that vibrate are removed from test before
they actually fail, the removal cause is related
to the condition of the item; and a legitimate
analysis of test results is virtually impossible
unless the whole test and population descrip-
tion are redefined.

2-2.1.1 Practical Plotting (K-S Bounds)

Specific instructions for this kind of
plotting are on the back of each sheet of
Practical Probability Paper in par. 2-2. They
are repeated here for a general case.

Notation:
F = Cumulative distribution function (Cdf)

n = sample size
r failure number; » = 1,2, ... ,n

i}

f

Plotting instructions follow:

1. Plotting data: plot failure » at the
two points

2-6

Fu = r/n (2-1a)

Fro=(r=1/n (2-1Db)
Connect the points with horizontal and verti-
cal lines; this is the sample Cdf.

2. 2-sided s-confidence bounds on the
actual Cdf: choose the s-confidence level,
near [1 — (1/n)] is reasonable; then find KS,
from the body of Table 2-1(A) (e.g., n = 10,
s-confidence = 95%, K8, = 0.41). The upper
bound is plotted at

Fro T KS, and Fy; + KS, ; (2-23)
the lower bound is plotted at
Fyy = K8, and Fp, - KS, . (2-2b)

For each bound, connect the points with

TABLE 2-1(A)
TABLE OF K-S BOUNDS
n KS, (s-confidence)

(90%) (95%) (98%) (99%)

5 51 .56 63 67
6 47 52 58 62
8 41 .45 51 54
10 .37 41 .46 .49
12 .34 .38 .42 .45
14 .31 .35 .39 .42
16 .30 .33 .37 .39
18 .28 31 .35 .37
20 .26 .29 .33 .36
30 .22 .24 .27 .29
40 19 21 .24 .25
N 1.22 1.36 1.52 1.63
n+1 n+1 nt+1 n+1

(formula s o.k. for n=6)

For censored samples, use an n which is between the
original-n umber-on-test and the number-of-failures.



horizontal and vertical lines; they will be
parallel to, and KS, from, the sample Cdf.
Then “1 — s-confidence™ is the fraction of
times you-do-this-procedure that the true
Cdf will partly lie outside the 2-sided s-con-
fidence bounds. In general, you will be dis-
heartened at how little you know about the
true Cdf.

Drawing the data-lines: draw the two par-
allel lines, farthest apart, that fit reasonably
well within the s-confidence bounds; use
both to estimate bounds on the “intercept™
parameter of the straight line (e.g., the mean
for the s-normal distribution). Draw the two
intersecting lines, with steepest and smallest
slopes, that fit reasonably well within the
s-confidence bounds; use both to estimate
bounds on the “slope” parameter of the
straight line (e.g., the standard deviation for
a s-normal distribution).

Table 2-1(A) also can be used the other
way: if a true Cdf is drawn, then all sample
points will lic within *KS, from it, with the
stated s-confidence. Several examples are
given in the paragraphs that follow for using
this method of K-S Bounds. The K-S stands
for Kolmogorov-Smirnov (two Russians who
developed much of the theory).

2-2.1.2 Plotting (Beta Bounds)

If a sample of NV is drawn from the uni-
form distribution (representing a Cdf), and
then the results are put in order from lowest
to highest, the pdf and Cdfof the k-th
order-statistic are

N
N\ . »
Cdf{punw}= ,-§ (j )Pi.)\r(l — PV
(2-3a)

N=-1 -
pdf{pan} = N(k —_ l)pg:k(l _pklN)N k
(2-3b)

This is a beta distribution and its properties
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are well known (see Part Six, Mathematical
Appendix and Glossary). The mean, mode,
and median of py y are

E{pent=k/(N+1) (2-42)

mode{ppy}= (k= 1)/(N=1) (2-4b)

median{py,y} = (& — 0.3)/(N + 0.4)
(2~4c)

The mean value, Eq. 2-4a, is used often and
reasonably as the plotting position—simply
because it is so easy to calculate; but it,
alone, gives no idea of the uncertainty in-
volved due to the random nature of the data.
The median, Eq. 2-4c is also reasonable to
use, but is less popular because of its greater
complexity. The expression (k — 0.5)/N is
fairly popular as a plotting position, and is
as reasonable as any single one, but it has
no simple property to give it a name.

Table 2-1(B) lists 3 plotting positions for
cach point; so the uncertainty is plainly
shown on the graph. These are the points
for which the Cdf in Eq. 2-3a is 5%, 50%,
95%,;1i.e., only 1 point in 10 would be out-
side that range. Later paragraphs in this
chapter illustrate the use of these plotting
positions .

This method of plotting is called “Beta
Bounds™, just to have a short name for it.

2-2.2 PLOTTING POSITIONS (CUMULA-
TIVE HAZARD)

When some of the items are removed from
test before they fail, and the test is continued
for other failures, the plotting positions for
the Cdfare very difficult to calculate. Ref.
23 shows how data can be simply plotted in
this situation. The errors incurred in using
this method are probably small compared to
the uncertainties involved. Unfortunately, it
is not feasible to provide a rigorous measure
of that uncertainty.

2-7
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3

1.7/21/63
14/50/86

12

0.43/5.6/22
3.1/14/34
7.2/22/44
12/30/53
18/38/61
25/46/68

22

0.23/3.1/13
1.6/7.5/20
3.8/12/26
6.5/16/32
9.4/21/37
13/25/42
16/30/47
20/34/52
23/39/56
27/43/60
31/48/65

4
1.2/16/53
9.8/39/76

13

0.40/6.2/21
2.8/13/32
6.7/20/41
11/28/49
17/35/57
23/43/65
29/50/71

24

0.21/2.9/12
1.6/6.9/18
3.5/11/24
5.9/16/29
8.6/19/34
11/23/39
15/27/43
18/32/48
21/36/52
25/40/56
28/44/60
32/48/64

s

1.0/13/45
7.6/31/66
19/50/81

14

0.37/4.8/19
2.6/12/30
6.1/19/39
10/26/47
15/33/54
21/40/861
27147167

26

0.20/2.6/11
1.4/6.4/17
3.2/10/22
5.4/14/27
7.9/18/32
11/22/36
13/25/40
16/29/45
19/33/49
23/37/53
26/41/56
29/44/60

TABLE 2-1(B)
BETA BOUNDS METHOD: PERCENTAGE PLOTTING POINTS OF THE
k-th ORDERED-FAILURE, OUT OF A TOTAL SAMPLE OF N.

§

0.85/11/39
6.3/27/58
15/42/73

15

0.34/4.5/18
2.5/11/28
5.7/18/36
9.7/24/44
14/31/51
19/37/58
25/44/64
30/50/70

28

0.18/2.5/10
1.3/5.9/16
3.0/9.4/21
5.0/13/25
7.3/16/30
9.8/20/34
12/24/38
15/27/42
18/31/46
21/34/49
24/38/53
27/41/57

z

0.74/9.4/35
5.3/23/62
13/36/66
23/50/77

16

0.32/4.2/17
2.3/10/26
5.4/16/34
9.1/23/42
13/29/48
18/35/55
23/41/61
28/47/67

30

0.17/2.3/9.5
1.2/5.5/15
28/8.8/20
4.7/12/24
6.8/16/28
9.1/19/32
12/22/36
14/25/39
17/29/43
19/32/47
22/35/50
25/38/53

8

0.65/8.3/31
4.7/20/47
11/32/60
19/44/71

17

0.30/4,0/16
22/9.8/25
5.0/16/33
85/21/40
12/27/46
17/33/52
21/39/58
26/44/65
31/50/69

35

0.15/2.0/8.2
1.0/4.8/13
2.4/7.6/17
4.0/10/21.
5.8/13/24
7.7/16/28
9.8/19/31
12/22/34
14/25/37
16/27/41
19/30/44
22/34/147

s
0.57/7.4/28
4.1/18/43
9.8/29/55
17/39/66
25/50/75

18

0.29/3.8/16
2.1/9.2/24
4.8/15/31
8.0/20/38
12/26/44
16/31/50
20/36/55
24/42/61
29/47/66

40

0.13/1.7/7.2
0.90/4.2/11
2.1/6.6/15
3.56/9.1/18
51/12/21
6.7/14/25
8.5/17/27
10/19/30
12/21/33
14/24/36
16/26/39
18/29/41

10
0.51/6.7/26
3.7/16/39
8.7/26/51
15/36/6 1
22/45/70

19

0.28/3.6/15
1.9/8.7/23
4.5/14/30
7.6/19/36
11/24/42
15/29/48
19/35/53
23/40/58
27/45/63
32/50/68

45

0.11/1.5/6.4
0.79/3.7/10
1.8/6.9/13
3.1/8.1/16
4.5/10/19
6.0/13/22
7.56/15/25
9.2/17/27
11/19/30
13/21/32
14/24/35
16/26/37

1
0.47/6.1/24
3.3/16/36
8.0/24/47
14/32/56
20/41/65
27/50/73

20

0.26/3.4/14
1.8/8.3/22
4.3/13/29
7.3/18/35
11/23/40
14/28/46
18/33/61
22/38/56
26/43/60
30/48/65

50

0.10/1.4/5.8
0.7 1/3.3/9.1
1.7/6.3/12
2.8/7.3/15
4.0/9.3/17
5.4/11/20
6.8/13/22
8.3/15/26
9.7/17/27
11/19/29
13/21/32
14/23/34

861-90L dOWY



6-C

TABLE 2-1(B). (cont'd)

22 24 26 28 30 35 40 45 50
13 33/48/64 30/45/60 28/42/57 24/36/50 20/31/44 18/28/40 16/25/36
14 33/48/63 31/45/60 26/39/52 22/34/47 20/30/42 18/27/38
15 34/48/63 29/42/55 25/36/49 22/32/44 19/29/40
16 31/44/58 27139/52 24/35/47 21/31/42
17 34/47/61 20/41/54 26/37/49 23/33/44
18 36/50/64 31/44/57 28/39/51 25/35/47
19 34/46/59 30/41/53 26/37/49
20 36/49/62 32/43/56 28/39/51
21 34/46/58 30/41/53
22 36/48/60 32/43/55
23 38/50/62 34/45/57
24 36/47/59
25 38/49/60

The body of the table lists for each (&, N} the 5%/50%/95% points for plotting purposes. To obtain the 5%/50%/95% plotting points for {N + 1 —k, N} reverse the order from the {k, V)
and subtract each from 100%. For example, for (k, N/ = (2, 6} the percentage plotting points are 7.6/31/66. For (N + 1 —k, N} = (4,5], the percentage plotting points are
{100 — 66)/(100 — 31)/(100 — 7.6) = 34/69/92.4.

Points through n = 20 are adapted from Ref. 4

Points above n = 20 are adapted from Ref. 26.

All are roundedoff to 2 singificant figures.

Interpolation for values of N not shown: For k small, interpolate (roughly) on a horizontal line. For values of k near {N/2), interpolate on a diagonal (k/N = constant); in that region
they are roughly of the form: median plotting-point + deviation, The deviation is easily calculated from the tabulated values, and the median plotting-point is easily estimated from Eq.

861-90L dOWY
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The cumulative hazard H is related to the
Sf by the equations

Sf{x}=exp [~ H(x)]

H(x) ==1n [Sf{x}] ==1n [1 = Cdf{x}]
(2-5b)

(2—5a)

So a plotting scale can be calculated for any
probability paper by using Eq. 2-5b. Special
paper can be drawn for more convenient
hazard plotting and is mentioned in Ref. 23;
but it is not at all necessary.

Even if no rigorous method is available for
estimating the uncertainty, it is desirable to
get some idea about it. The procedure that
follows provides grossly-approximate K-S
bounds (par. 2-2.1.1). It has the advantage

that the same general plotting technique is
used as for the K-S Bounds method. These
instructions are also given on the Instructions
side of the Practical Probability Paper.

Plot failure » at the two points

Fyy=1—exp (- H,) (2-6a)

Fro=1 = exp (= Hy.p) (2-6b)
to convert the sample cumulative hazard H,
to the Cdf. Connect the points with hori-
zontal and vertical lines; this is the sample
Cdf. Calculate and plot the K-S bounds as
in par. 2-2.1.1 and Eq. 2-2. The s-confidence
bounds will not be exact at all.

Table 2-2 shows some failure data on field
windings of eclectric generators. The hazard

TABLE 2-2

CUMULATIVE-HAZARD CALCULATIONS FOR FIELD WINDINGS
OF SOME ELECTRIC GENERATORS

The table lists time-to-failure (months) for failed units and time-to-end-of-test
{months) for unfailed units. All times are listed in order of increasingtime.

Rank Ordered event Reverse
r time rank
1 317 F 16
2 392 F 15
3 575 F 14
4 65.0 13
5 658 F 12
6 700 F 11
7 75.0 10
8 75.0 9
9 875 8
10 88.3 7
11 94.2 6
12 101.7 5
13 1058 F 4
14 109.2 3
15 1100 F 2
16 130.0 1

Hazard Cumulative
increment AH hazardH,
0.0625 0.0625
0.0667 0.1292
0.0714 0.201
0.0833 0.284
0.0909 0.375
0.250 0.625
0.500 112

F indicates failure. Other times are censorings (removed from test before failure, for a
reason not connected with the state of the item).

210



increment is the reciprocal of the reverse
rark for the failed units; the hazard does
not increment for nonfailed units. The
times-to-failure are plotted on the time scale
of the appropriate paper, and the cumulative
hazard is plotted on the cumulative-hazard
or on the Cdf scale. This procedure is illus-
trated in some of the examples.

2-2.3 s-NORMAL DISTRIBUTION

The basis for the graph paper is that the
cquation

F = Cdf{x} =gauf (ic}'—“) (2-7)
can be transformed to
-1 _X=H
gauf (F) p

or

x=0°gauf W F) +p . (2-8b)

The Cdf scale is actually the gauf ™! scale.
The heavy dashed line on s-Normal Practical
Probability Paper is drawn as

F=50% =4/ . (2-9a)

The S-scale is linear in gauf ™. For example,
the S = £1 points are at
F=284.13%, x=p +0, forS=+1
(2-9Db)
F=15.87%, x=p —0, for S=~=1,
(2-9c¢)
Several examples illustrating methods of
plotting the data are presented— Example

Nos. 1(A) through 1(F). The data are pre-
pared 3 ways:

1. For K-S Bounds plotting

(2-8a)

AMCP 706-198

2. For Beta Bounds plotting
3. To show the Hazard plotting technique.

Since the data are not censored (they are
complete), the Hazard plotting is not nec-
essary. But the comparison of plotting posi-
tions is useful. Col. 8 (plotting position for
Hazard plotting) is very close to col. 3
(plotting position for K-S Bounds method).
Cols. 5-8 merely illustrate the calculations
for the Hazard plotting and are not used
clsewhere.

First the K-S Bounds Method is shown.
s-Normal Practical Probability Paper is used.
Cols. 2-3 from Table 2-3 (Data Set A) are
used; see Example No. 1(A).

It is not feasible to put quantitative s-con-
fidence levels on the interval estimates for p
and ¢; analytic methods are necessary for
that. Nevertheless, these intervals are a good
engineering measure of the uncertainties in-
volved. Some of the important conclusions
from this graphical exercise are:

1. Not very much is known about the dis-
tribution of failure times of these fuel pumps.
For example, if one were interested in the
time at which 2%of the fuel pumps will
have failed, it is tempting to use line #5, and
guess about 240 hr. But that point really is
only known to within the range O to 1200
hr.

2. Whether the data can reasonably be
represented (summarized) by an s-Normal
distribution is almost irrelevant.

3. 5% of the time we go through this
procedure (the s-confidence was 95%), the
true Cdf will not lic wholly within that very
wide envelope.

4. The fuel pump may have roughly 10%
defectives (line #4), i.e., lives so short as to
be of critical concern. Perhaps this is reason
enough to ground the aircraft until further
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TABLE 2-3
DATA SET A (Ref. 4)

Ordered failure times (in flight hours) for a pump in the fuel-delivery system of an aenal fire-support helicopter.

N = 20. The entire set of 20 was failed; so there is no censoring. Columns 1 and 2 present the original data. Column
3 shows the calculation for plotting the sample Cdf in the K-S Bounds method. Column4 shows the 3 plotting posi-
tions for the Beta Bounds method. The remainingcolumns are included merely to show how the Hazard plotting
compareswith Cdf plotting in the case where there is no censoring and the two methods can be compared directly.

Cdf plot-
ting posi- Hazard Cumula- Cdf =
Failure tion, % Reverse incre- tive haz- 1—exp(-H,),

Rank time,hr r/N,% (Table2-1(B))  rank  mentAH!'2  ard# 13 %)
1 175 5 0.26/3.4/14 20 0.050 0.050 49
2 695 10 1.8/8.3/22 19 0.053 0.103 9.8
3 872 15 4,3/13/29 18 0.056 0158 14.6
4 1250 20 7.3/18/35 17 0.059 0.217 19.5
5 1291 25 11/23/40 16 0.063 0.280 244
6 1402 30 14/28/46 15 0.067 0.346 293
7 1404 35 18/33/51 14 0.071 0418 341
8 1713 40 22/38/56 13 0.077 0.495 39.0
9 1741 45 26/43/60 12 0.083 0.578 43.9
10 1893 50 30/48/65 11 0.091 0.669 48.8
1 2025 55 35/52/70 10 0100 0.769 536
12 2115 60 40/57/74 9 0.111 0.880 58.5
13 2172 65 44/62/78 8 0125 1.005 63.4
14 2418 70 49/67/82 7 0.143 1.148 68.3
15 2583 75 54/72/86 6 0.167 1.314 73.1
16 2725 80 60/77/89 5 0.200 1.514 78.0
17 2844 85 65/82/92.7 4 0.250 1.764 82.9
18 2890 90 71/87/95.7 3 0.333 2.098 87.7
19 3268 95 78/81.7/98.2 2 0.500 2.598 926
20 3538 100 86/96.6/99.74 1 1.000 3.598 97.3

1) Calculations made to 8 significant figures; only 3 decimal places recorded.

2) AH = 1/(reverse rank)

3) H, = TAH;

4) This is the Cdf plotting position that corresponds to the cumulative hazard; this technique is used when the Hazard scale is not
shown on the graph paper.

investigation and/or corrective action shows the results.
it to be safe. The long-lived units might be
studied to find out why they were so good. The same data set will now be plotted by
the Beta Bounds method. Cols. 2 and 4
5. If the K-S Bounds method had not from Table 2-3 (Data Set A) are used; sce
been used, the uncertainty would not have Example No. 1 (B).
been realized. An engineer could easily have
presumed that line #5 was the whole story Two more data sets (B in Table 24, and
and thus misled himself and others about Cin Table 2-5) are plotted to help illustrate

2-12
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Example No. 1(A)

Data Set A, K—S Bounds Method (Table 2~3, Fig. 2-=1(A))

Procedure

Choose a s-confidence level.

Use a number near 1 = 1/N.
Find KS, from Table 2=1(A).
Plot the data from Cols. 2=3

using the instructions on the
Practical Probability Paper.

Find the lower and upper
estimates of 4, Kz and Hg.

Find the lower and upper
estimates of a, oy and oy.

Draw line #5 for the point
estimates of ¢ and o, § and
.

Summarize the results.

Example

. N=20

1—=1/N =95%. Use 95%s-confidence.
KS, = 0.29.

Prepare Col. 3 of Table 2-3.
Plot on Fig. 2—1(A).

Lines #1 and #2 are the two

parallel lines for p . #1 intersects the heavy
dashed line (50%line) at pg = 1400 hr, #2

at gy = 2440 hr.

Lines #3 and #4 arethe two intersecting
lines for u  For line #3, choose 8§ = +1,
S; = 0; then o =2250 hr = 1960 hr =290 hr.
For line #4, choosc Sy = +t0.5, §; =~ 0.5;
then oy =3360 hr — 400 hr =2960 hr.

Lines #3 and #4 were drawn sothat their
intersection would be at the 50%]line and
midway between lines #1 and #2. This was
for an unnccessary esthetic sense, so that
line #5 could be drawn through the intersec-
tion of lines #3 and #4 and be parallel to and
midway between lines #1 and #2, £ =1920
hr, & =(2700 hr = 1080 hr)/[+ 1 = (= 1)]

= 810 hr.

By =2440 hr, oy =2960 hr
£ =1920 hr, =810 hr
K =1400 hr, 07 =290 hr.

2-13
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Practical Probability Paper

Instructionsfor Use

s-Normal (Gaussian) Distribution

® Plotting data: Plot failure r at the two points: FHi =r/n and FLo =
(r —1)/n. Connect the points with horizontal and vertical lines; this is
the sample Cdf.

® Plotting cumulative-hazard data: Plot failure r at the two points FHi
=1 - exp(—Hr) and FLo =1 - exp(—Hr__.,) to convert the sample
cumulative-hazard Hr to the Cdf. Connect the points with horizontal
and vertical lines; this is the sample Cdf. The s-confidence bounds will
not be exact.

® 2sided sconfidence bounds on the actual Cdf: Choose the
s-confidence level, near 1-(1/n) is reasonable; then find KSn from the
body of the Table {e.g., n=10, s-conf=95%, KS,=0.41). The upper
bound is plotted at Fy +KS,, and F;+KS, . the lower bound is plotted
at FHi—KSn and FLO—KSn. For each bound, connect the points with
horizontal and vertical lines; they will be parallel to, and KSn from, the
sample Cdf. Then 1 —s-conf is the fraction of times youdo-this-
procedure that the true Cdf will partly lie outside the 2-sided
s-confidence bounds. In general, you will be disheartened at how little
you know about the true Cdf.

® Drawing data-lines: Draw the two parallel lines, farthest apart, that
fit reasonably within the s-confidence bounds; use both to estimate
bounds on y. Draw the two intersecting lines, with steepest and smallest
slopes, that fit reasonably within the s-confidence bounds; use both to
estimate bounds on g.

® To estimate 4: u is the value of x at which a data-line intersects the
heavy dashed line (F# = 50.0%).

® To estimate 0: Take two values of S, S1 and 52; then find the two x
values, x? and X9, which correspond to S1 and 82, via a data-line. g =

x, - Xy /|82—S1l. If|82 —S4l=1,theno=Ix, —x11.

Evans Associates

10
12
14
16
18

30
40

Table of K-S Bounds

KS,7 (sconfidence)

(90%) (95%)
51 56
A7 52
41 45
37 41
34 38
31 35
.30 33
28 31
26 29
22 24

21
122 136
JAFT N

(98%)

63
.58
51

46
42
39
37
.35
33
27
24

152
\)n:FI

(formula is 0.k. for n=6)

(99%)

67
62
54
49
45
42
.39
37
.36

For censored samples, use an n which is between the
original-number-on-test and the number-of-failures.

s-Normal (Gaussian) Distribution

F(x) = gauf (%E), gauf {2z} is the standard s-normal

Cdf

Cumulative distribution function {Cdf)

location parameter (same units as x), also the

median and mean (average)

scale parameter (same units as x}, also the standard

deviation

n sample size

failure number;r =1, 2, ... ,n

86190 dOWV
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Example No. 1(B)

Data Set A, Beta Bounds Method (Table2-3, Fig. 2-1(B))

Procedure

. Plot the 5%/50%/95% points for each failure
time.

Sketch a curve through the S%and through
the 95%plotting points.

Draw the "best'’ straight line through the
50% plotting points. It will more or less
bisect the region between the 5%and 95%
plotting point curves.

Draw 2 more straight lines through a cen-
tral 50%population point: one with the max-
imum feasible slope and the other with the
minimum feasible slope.

Estimate By, fi, #7 fromthe curves #1,
#3, #5, respectively. They are all the in-

tersection with the heavy dashed line. They
are the high limit, point estimate, and low
limit, respectively.

A separate scale is rarely given for the
scale parameter o. It is easily estimated
from the fact that the 16%and 84%popula-
tion points are each 1a away from the 50%
population point. The S-scale could have
been used, along with the instructions on the
back of Fig. 2-1(A). (oy, &, and o, are
read from curves 2, 3, and 4 of Fig. 2=1(B),
respectively. )

Example,

. Prepare Table 2—3 col. 3

from Table 2-=1(B). Plot on
Fig. 2-1(B).

See curves 1and 5 on Fig.
2-1(B).

Draw line #3.

Draw lines #2 and #4.

Ky = 2460 hr (high limit)
fi =1950 hr (point estimate)
by =1460 hr (low limit).

oy = (3400 — 500)/2 = 1450 hr
o = (2980 - 1000)/2 = 990 hr
oz = (2600 — 1300)/2 =650 hr.

It is not feasibleto put quantitative s-confidence levels on the upper and lower

limits for 4 or ¢. The conclusions to be drawn are essentially the same as from
Fig. 2-1(A).

2-16
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TABLE 24
DATA SET B

Ordered failure times (simulated) of ball bearings.
Test stopped at the 5th failure, 5 unfailed. N = 10.

Cdf Plot-
ting posi-
Failure tion, %
Rank time, hr /N, % (Table 2-1)
1 497 10 0.561/6.7/26
2 546 20 3.7/16/39
3 557 30 8.7/26/51
4 673 40 15/36/61
5 789 50 22/45/70
TABLE 2-5
DATA SET C

Ordered failure times (simulated) of ball bearings.
Entire set of 10 was failed. (This is the same set as
B, exceptthe test was continued until all had failed.)
N = 10.

Cdf Plot-
ting posi-
Failure tion, %
Rank time,hr /N, % (Table 2-1)
1 497 10 0.51/6.7/26
2 546 20 3.7/16/39
3 557 30 8.7/26/51
4 673 40 15/36/61
5 789 50 22/45/70
6 805 60 30/65/78
7 1150 70 39/64/85
8 1450 80 49/74/91.3
9 1690 90 61/84/96.3
10 3090 100 74/93.3/99.49

1= 1/N = 90%; use 90% s-confidence. KS, = 0.37

the utility of the graph paper. Data Set B is
censored as shown in Table 2-4; the 4 col-
umns have been prepared as for Data Set A,
and the points plotted; sce Example Nos. 1(C)
and 1(D).

218

The same data set is plotted by the Beta
Bounds method for comparison with the
K-S Bounds method; see Example No. 1(E).

2-2.4 WEIBULL DISTRIBUTION

The form of the Weibull distribution being
used is
R =Sf{t;a,p}=exp [- (/)]  (2-10)
Eq. 2-5b shows that the cumulative hazard
for the Weibull is

H() = (t/a)® (2-11)

The Weibull paper is derived by taking log
(In) of Eq. 2-10.

InR=~—(t/a)? (2-12a)

log(=InR)=Blogt—PBloga (2-12b)
S0 log ¢t plotted against log (=In R) is a
straight line. Most Weibull papers use

In [—In(R)] for Eq. 2-12b and so have to
use awkward methods to find £.

The procedure for trying the Weibull
distribution is quite similar to that for the
s-normal, except that Weibull probability
paper is used. This is shown in detail for
Data Set D later in this paragraph.

Data Set A from Table 2-3 is plotted in
Fig. 2-4; the K-S Bounds method is used,
with 95% s-confidence bounds (N = 20,
KS, = 0.29). Following the instructions on
the reverse side of Fig. 2-4, one obtains

@y = 1700 hr, & = 2200 hr,
ay = 2900 hr

Bp=0.9, B=2.1, By =6.

This sample could easily have come from a
Weibull distribution. If the true distribution

[text continues on page 2-27]
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Example No. 1(C)

This example uses Data Set B, see Example Nos. 1(C) and 1(D), Table 2—4

Data Set B, K=S Bounds Method (Table2~4, Fig. 2—2)

Procedure

1. Choose a s-confidence level. Use
a number near 1~ 1/N. Find KS,
from Table 2—=1(A) or the table on
reverse side of Fig. 2-2.

2. Plot the data from Cols. 2-3 us-
ing the instructions on the Practi-
cal Probability Paper.

3. Find the lower and upper esti-
mates of ¢, ty and py.

4. Find the lower and upper esti-
mates of o, o and oy. Use the
S scale.

5. Draw line #5 for the point esti—
mates of # and o, £ and G.

It is difficult to tell much from the data.

Example

N =10
1= 1/N =90%. Use 90% s-confidence.
KS, =0.17,

Prepare Col. 3 of Table 2—4.

Plot on Fig. 2-2,

Use lines #1 and #2.
I"LL =600 hr
iy = 1000 hr.

Use lines #3 and #4.

o =100hr
oy = 800 hr.
fi =800 hr
o =260 hr.

The scatter and uncertainty are brought

forcibly to the engineer's attention. The 10%failure point appears to be somewhere
between 0 and 650 hr. Since the data tell so little, they are not plotted by the Beta

Bounds method.

2-19
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Practical Probability Paper

Instructionsfor Use

s-Normal {Gaussian) Distribution

® Plotting data: Plot failure r at the two points: FHi =r/n and FLo =
(r —1)/n. Connect the points with horizontal and vertical lines; this is
the sample Cdf.

® Plotting cumulative-hazard data: Plot failure r at the two points FHi
=1 —exp(—H,) and F| j = 1 —exp(—H,_4) to convert the sample
cumulative-hazard Hr to the Cdf. Connect the points with horizontal
and vertical lines; this is the sample Cdf. The s-confidence bounds will
not be exact.

® 2-sided s-confidence bounds on the actual Cdf: Choose the
s-confidence level, near 1—(1/n) is reasonable; then find KSn from the
body of the Table (e.g., n=10, s-conf=95%, KS,=0.41). The upper
bound is plotted at FL0+KSn and FH-|+KSn: the lower bound is plotted
at FHi_KSn and FLo_KSn' For each bound, connect the points with
horizontal and vertical lines; they will be parallelto, and KSn from, the
sample Cdf. Then 1—s-conf is the fraction of times youdo-this-
procedure that the true Cdf will partly lie outside the 2-sided
s-confidence bounds. In general, you will be disheartened at how little
you know about the true Cdf.

® Drawing data-lines: Draw the two parallel lines, farthest apart, that
fit reasonably within the s-confidence bounds; use both to estimate
bounds on p. Draw the two intersecting lines, with steepest and smallest
slopes, that fit reasonably within the s-confidence bounds; use both to
estimate bounds on 0.

® To estimate u: u is the value of x at which a data-line intersects the
heavy dashed line (F# = 50.0%).

® To estimate a: Take two values of S S1 and 82; then find the two x
values, x? and x4, which comrespond to S1 and S2, via a datadline. a=

|X2 _X1 /Bz_S1I. |f232 —S1|= 1,then a= |X2 _X1l.

Evans Associates

10
12
14
16
18

30
40

Table of K-S Bounds

KSn (sconfidence)

(90%) (95%) (98%) (99%)
.51 .56 63 67
47 .52 .58 .62
A1 .45 .51 .54
.37 41 46 49
.34 .38 42 .45
.31 .35 39 A2
.30 33 37 .39
.28 31 .35 37
.26 29 .33 .36

22 .24 27 .29

19 21 24 .25
122 136 1,52 163
¥t Jn¥ JAFT Jn¥

(formula is o.k. for n=>6)

For censored samples, use an n which is between the
original-number-on-test and the number-of-failures.

s-Normal (Gaussian) Distribution

F(x) = gauf (-X—EE). gauf (z) is the standard s-normal

Cdf

Cumulative distribution function (Cdf)

location parameter (same units as x), also the
median and mean (average)

scale parameter (same units as x), also the standard
deviation

n sample size

failure number;r =1, 2, ... ,n

861-90L dOWV
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Example No. 1(D)

This example uses Data Set C, Table 2<5.

Data Set C. K-S Bounds Method (Table 2=5, Fig. 2-3(A))

Procedure Example

1. Choose a s—confiden(}e level. Use . N=10.

a number near 1 - 1/N. Find XS, .

1~ 1/N =90%. Use 90%s—confidence.

from Table 2—1(A) or the table on / ° °

reverse side of Fig. 2-3(A). KS,=0.37.
2, Plot the data from Cols. 2~3 us- Prepare Col. 3 of Table 2-5.

ing the instructions on the Practi— Plot on Fie. 2-3(A)

cal Probability Paper. ot on T1g. ).
3. Find the lower and upper esti- pg = 620 hr

mates of 4, tg and py. Ly = 1400 hr.
4. Find the lower and upper esti- o =220 hr

mates of o, o7 and oy, Use the oy = 1900 hr.

S=scale.
5. Find the point estimates of ¢ and £ =1000 hr

and o, f and 0. o = 730 hr.

Some of the important conclusions from this graphical exercise are:
1. Not much is known about the shape of the distribution; it could easily be
s—Normal.
2. Thetime for 10% failures is not known well; it is probably between 0 and

800 hr.

3. Only ballpark ideas about the distribution are known.

4. The estimates of the distribution are quite different than from the censored
version of Data Set B.
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Example No. I(E)

This example uses Data Set C, Table 2=5,

Data Set C, Beta Bounds Method (Table 2—5, Fig. 2-3(B))

Procedure Example
1. Plot the 5%/50%/95% plotting points. 1. Prepare Col. 4 from Table 2=1(B).

Plot the points.

2. Sketch the envelope through the 5% 2. See curves #1 and #3,
plotting points and through the 95%
plotting points.

There seems little point in going on with this analysis, the lines are so curved
that it doesn’t seem that the data came from a s-normal distribution. This conclusion
is contrary to the ones drawn from the K=S Bounds method for the same data. In gen-

eral, one should tend to believe the K=S Bounds method.

In subsequent paragraphs, the Weibull and lognormal distributions will be tried
for Data Sets A, B, Cto see if they fit better.
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Practical Probability Paper

Instructionsfor Use

s-Normal (Gaussian) Distribution

® Plotting data: Plot failure r at the two points: FHi =rinand F, =
(r —1)/n. Connect the points with horizontal and vertical lines; this is
the sample Cdf.

® Plotting cumulative-hazard data: Plot failure r at the two points FHi
=1 = exp(—H,,) and Fl_0 =1- exp(—H,_1) to convert the sample
cumulative-hazard Hr to the Cdf. Connect the points with horizontal
and vertical lines; this is the sample Cdf. The s-confidence bounds will
not be exact.

® 2sided s-confidence bounds 'on the actual Cdf. Choose the
s-confidence level, near 1—(1/n) is reasonable; then find KS,7 from the
body of the Table (e.g., n=10, s-conf=95%, KS_=0.41). The upper
bound is plotted atF| (+KS, and F;;#KS ; the lower bound is plotted
at FHi'“KSn and FLO——KSn. For each bound, connect the points with
horizontal and vertical lines; they will be parallel to, and KS,7 from, the
sample Cdf. Then 1—s-conf is the fraction of times youdo-this-
procedure that the true Cdf will partly lie outside the 2-sided
s-confidence bounds. in general, you will be disheartened at how little

you know about the true Cdf.

® Drawing data-lines: Draw the two parallel lines, farthest apart, that
fit reasonably within the s-confidence bounds; use both to estimate
bounds on u. Draw the two intersecting lines, with steepest and smallest
slopes, that fit reasonably within the s-confidence bounds; use both to
estimate bounds on 0.

® To estimate u: u is the value of x atwhich a data-line intersects the
heawy dashed line (F# = 50.0%).

e To estimate o: Take two values of § S1 and 82; then find the two x
values, x, and Xg which correspond to S1 and 32, via a data-line.o =
lx2 —xJ/lSz —S1|. If Sy —S1|= 1,then o = |x2 = X4 l.

Evans Associates

10
12
14
16
18
20
30
40

Table of K-S Bounds

KS,7 (sconfidence)

(90%) (95%) (98%) (99%)
51 .56 63 67
47 52 58 .62
41 45 .51 .54
37 41 46 49
.34 .38 42 .45
31 .35 39 42
.30 .33 37 .39
.28 31 35 37
.26 29 33 .36
22 24 27 29
19 .21 24 .25

1.36 1.52 163

122
v ST v+t ST

(formula is 0.k. for 7=26)

For censored samples, use an n which is between the
original-number+,test  and the number-of-failures.

s-Normal (Gaussian) Distribution

Fix) = gauf (5-;1*), gauf (2) is the standard s-normal

Cdf
Cumulative distribution function (Cdf)
location parameter (same units as x), also the

median and mean (average)
scale parameter (same units as x), also the standard

deviation

sample size
failure number;r = 1,2, ... ,n

86 0L 4V
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were line #3, there could be an appreciable
number of early failures, although the picture
doesn’t look as bad as it did on s-normal
paper (Fig. 2-1(A)).

Data Sets B and C, from Tables 24 and
2-5 are plotted in Fig. 2-5; the K-S Bounds
method is used, with 90%s-confidence
bounds (N = 10, KS, = 0.37). Data Set B
is the lower half of the plotted points
(circles); Data Set C is the entire set of
points. For Data Set B, with only half the
points, the uncertainty in the distribution
appears tremendous. The lines are drawn for
Data Set C, the full sample. Following the
instructions on the reverse side of Fig. 2-5,
on¢ obtains

oy =700 hr, @ = 1150 hr, @y = 1500 hr
By = 0.55, B=2.0, By =3.6

This sample could casily have come from a
Weibull distribution. The characteristic life
(a)is known to within a factor of 2; the B,
life (Cdf = 10%)is probably between 10 hr
and 500 hr.

Data Set D (Table 2-6) was simulated from
a table of pseudo-random numbers. The
procedure for plotting it on Weibull probabil-
ity paper using the K-S Bounds method is
shown in some detail; sce Example No. 1(F).

225 LOGNORMAL DISTRIBUTION

There are several forms for writing the
lognormal distribution—some of them are
confusing because of a carryover from the
s-normal distribution of the (u,06) notation.
One never quite knows whether 4 and o
refer to mean and standard deviation at all,
and if they do, whether it is to the logs or
not. The form used here is:

lognormal Cdf{t ;a, B}

=gauf ln ((t/a)?)] (2-13)

AMCP 706-198

where
a = scale parameter
B = shape parameter

The distribution is discussed more fully in
par. 2-3.6 and in Part Six, Mathematical
Appendix and Glossary.

Figs. 2-7, 2-8, and 2-9 show Data Sets A,
[text continues on page 2-36]

TABLE 2-6
DATA SET D

This is a simulated data set from random-number
tables. N = 21.

Rotting Positions, %
(interpolatedfrom
Table 2-1(B) be-

Time to tween N=20
Rank failure, hr /N and N =22)
1 81.6 4.8 0.25/3.3/13
2 90.8 9.5 1.7/7.9/21
3 107 14.3 4.1/13/28
4 118 19.0 6.9/17/34
5 135 23.8 10/22/39
6 141 28.6 14/27/44
7 152 33.3 17/31/49
8 161 38.1 20/36/54
9 162 42.9 23/41/59
10 181 47.6 27/45/64
1" 206 52.4 31/560/69
12 206 571 36/55/73
13 234 61.9 41/59/77
14 240 66.7 46/64/80
15 244 714 51/69/83
16 245 76.2 56/73/86
17 247 81.0 61/78/90
18 261 85.7 66/83/93.1
19 279 90.5 72/87/95.9
20 279 95.2 79/92.1/98.3
21 281 100.0 87/96.7/99.75

Column 4 is shown only for completeness; it is not

illustrated with a figure.
1—1/N =0.952; use 95%, s-confidence. KS, =0.29
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Practical Probability Paper

Instructionsfor Use

Weibull Distribution

® Plotting data: Plot failure r at the two points: FHi =r/n and FLo =
{r — 1}/n. Connect the points with horizontal and vertical lines; this is
the sample Cdf.

® Plotting cumulative-hazard data: Plot fail<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>